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Machine Learning
• Machine learning is the discipline within computer science 

where algorithms are given data and learn how to 
categorize or classify it. 

Two general types of machine learning:

• Supervised Machine Learning:   provides data as well as 
labels (the supervision), e.g.  lots of data about drugs with 
labels of whether they are toxic or not

• Unsupervised Machine Learning: provides data but no 
labels, so groups similar objects together = clustering, e.g. 
lots of data about drugs that can be grouped together 
based on these data.



Deep Learning
• Deep Learning is a sub-discipline within Machine Learning 

in which both supervised and unsupervised ML takes 
place using an analogy to neural processing = neural 
networks

• Cf. processing of light in the retina.

http://www.arn.org/docs/glicksman/eyw_041101.htm



Deep Learning

https://www.michaelchimenti.com/2017/11/deep-neural-nets-software-2-0/



Key features of Deep Learning
• Requires typically very large data sets (100K to millions of 

examples to learn).

• Some emerging methods (e.g. transfer learning) to reduce 
the requirement for data

• (Surprisingly) Can learn the key features in the data and does 
not need human expert to do “feature engineering”

• Given sufficient data, able to learn complex non-linear 
functions of the input data to predict the output “label”

• If the data is available, the resulting classifiers have outpaced 
many traditional machine learning approaches by leaps and 
bounds.



PubMED ID:  30617339



Areas of Deep Learning Success

• Imaging: (the first application area where it emerged 
successful)   Applications in radiology, pathology, 
dermatology.  Images are a 2D array of data.

• Text processing:  Application in mining the published 
literature, mining clinical notes, taking dictation, language 
translation.  Text is a 1D array of data.  

(Progress in DNA/Protein sequence analysis by analogy)

More challenging:  integrating data that is not a regular 
array of homogenous data.



Sample applications in drug discovery

• 3D structure-based discovery/screening of 
ligands

• Cellular networks to find targets

• Gene-drug-phenotype networks to predict 
toxicity

• Predicting gene function (phenotype) from 
genotype



Deep Networks for 
Understanding Molecular 

Structure



Torng W, Altman RB BMC Bioinformatics. 2017 Jun 14;18(1):302. PMID: 28615003









Recognizing Epidermal Growth Factor Binding Site





Deep Networks for 
predicting new drug 

targets



Same Network 
analyzed by two Deep 

Learning Methods.

Top shows 
neighborhoods 

based on connectivity 
of nodes

in network

Bottom shows nodes 
that are 

similar based on the 
role that they

play in the network



Agrawal M, Zitnik M, Leskovec J. Large-scale analysis of disease pathways in
the human interactome. Pac Symp Biocomput. 2018;23:111-122. PMID: 29218874





Deep Networks for 
predicting drug-drug 

interactions



Zitnik M, Agrawal M, Leskovec J. Modeling polypharmacy side effects with graph
convolutional networks. Bioinformatics. 2018 Jul 1;34(13):i457-i466. PMID: 29949996



Co-occurring side effects in drug combinations



Deep Networks for 
predicting protein function





Greg McInnes,  unpublished results (with Erika Woodahl = U. Montana)



Summary

• Deep Learning is a type of machine learning

• Heavy data requirements

• Able to fit data extremely well

• Need to validate rigorously with held-out data

• Early applications show promise for data-driven 
drug discovery, improving speed and quality of 
nominated drug targets. 



Thanks!
russ.altman@stanford.edu
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